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ABSTRACT

Automatically characterizing groups and crowds of peo-

ple plays an important role in different domains such as psy-

chology, architecture or entertainment. In the engineering

field, people grouping is important in social signal processing

but also videosurveilance. Our challenge is to introduce such

solutions into the field of augmented reality, where people get

added content on real groups of people.

As a preliminary work, this paper presents a system which

provides a live visual feedback in virtual reality augmenting

real groups of people with added information such as their

ID, group ID or group coherence. The scene was analyzed

with mainly one classical RGB camera and enhanced with a

smartphone that a holder points towards the other persons.

This paper goes through the proposed system, which is

capable of tracking people, performing people grouping, ana-

lyzing groups and augmenting those groups in a virtual world.

The first qualitative results show the feasibility of an aug-

mented crowd environment and provide a set of interesting

practical insights on the different modules of this system in

the context of real-life scenes.

Index Terms— People behavior, Social Signal Process-

ing, People grouping & tracking, VR, AR.

1. INTRODUCTION & CONTEXT

People groups behavior analysis is crucial in social signal pro-

cessing needed in several activity areas such as public space

management, video surveillance, museums, smart cities, psy-

chology, etc. The current research comes into the context of

amusement parks where groups of people (families, friends,

...) are very important to characterize.

However, obtaining the exact position and the behavior

of every person based only on non-intrusive video sensors is

very complex in real-life scenarios due to noise and uneven il-

lumination, people crossing, complex backgrounds, etc. With-

out a correct people position, it is very complicated to provide

precise group analysis. While previous works [14] [16] [13]

[17] [3] provide some hints in this field, results are global

and not very precise. The latest deep neural network (DNN)-

based developments in people detection such as OpenPose

[2], dramatically changed the people tracking and analysis ca-

pabilities. OpenPose uses learning to detect body parts and

then links those body parts in a skeleton. It does not only

work on RGB cameras but also on IR monochrome images.

The skeletons are detected by default in 2D; however, later

versions can retrieve in 3D by using several cameras. The al-

gorithm is stable and efficient when it is applied on groups of

people even in difficult conditions such as crowds. The pro-

cessing frame rate does not decrease dramatically even with

the scene of many people, and the performance of calculat-

ing the number of detected persons and 2D skeleton quality is

better than the one extracted using the Kinect v2 SDK despite

that the latter has additional depth information.

In addition to people detection, multi-target tracking has

made very important advances [15] enabling very stable peo-

ple tracking. Finally, long-range and wide-angle depth cam-

eras 1 have also arrived on the market providing good chances

to acquire depth information in complex situations.

These modern technologies allow analyzing real-life situ-

ations with several people including crowds in a robust way.

This evolution widely opens new research possibilities in so-

cial signal processing such as people relative position and

group behavior which become accessible for analysis. This

paper intends to fill a gap in this area by analyzing people

groups based on video input and to extract individuals as well

as groups behavior. The use of augmented reality can be a

very interesting tool for result interaction and validation.

In the next section, we describe a global overview of the

proposed system consisting of different modules. In section

3, we explain our people tracking algorithm in more detail.

Section 4 deals with the people grouping and their feature

analysis based on the people tracking results and also on face

information. Section 5 presents the user feedback and crowd

augment applications. Finally a discussion concludes the pa-

per giving also some practical insights learnt from our first

qualitative tests.

1https://www.stereolabs.com/zed/

978-1-5386-7590-8/18/$31.00 c©2018 IEEE



2. GLOBAL FRAMEWORK

2.1. Setup & scenario description

Fig. 1. A top-camera provides a wide-angle view for both

people detection and face recognition. A second camera

zooming more on the faces was needed for emotion detection.

The area covered by the camera is large enough to con-

tain dozens of people at different distances from the camera

(details on Fig. 1). This first attempt focused on the tracking

and avoided to introduce further complications due to a multi-

camera setup, this is why only one camera is used for people

tracking and re-identification and it was placed at 3 m from

the ground to have a view which avoids most of the people

occlusions but to still see people from the side to be able to

use their skeleton. We installed another camera at the level of

people faces to extract human emotions which needed a better

face resolution. The background is very complex to simulate

real-life group interactions.

The scenario of the test was the following :

• Several people move in the scene during 5 minutes and

form groups

• A new person comes in with a smartphone and points

towards the others. A 3D scene shows dragon-like avatars

instead of the people along with their individual and

group ID.

The 3D scene on smartphone is interesting both for visual

feedback reasons and for validation reasons. This user could

indeed take notes of the personal and group IDs of the people

he points his smartphone to.

2.2. Pipeline

The framework pipeline is composed of three main modules.

The first one takes its input from the top camera (see Fig. 2).

Fig. 2. Module 1: People detection, tracking and face-based

re-identification.

From the images taken by the camera, people skeletons

are detected via an OpenPose-based submodule, the tracking

of a skeleton point is then conducted and the face recognition

is used to identify the tracked person. The camera is cali-

brated in order to project the pixel position of people on input

camera image to the real physical position of the scene.

The second module (see Fig. 3) takes its input from the

first module. Through messages from the Module 1 to the

Module 2 over a network communication (based on TCP),

the people ID and position are transfered. The second mod-

ule will perform people grouping and assign a group ID to

each person, which will be appended to the initial message.

This module will also compute group features as the group

coherence (see section 4.2).

The personal ID, group ID and group characteristics are

then sent to the third module which will focus on user feed-

back (see Fig. 4).

Fig. 3. Module 2: People grouping and feature extraction

(position coherence & emotions).

A first part concerns the global feedback to the users which

will be described in section 5.1. The second part of this mod-

ule focuses on providing a 3D feedback on a smartphone.



Fig. 4. Module 3: Feedback to users.

3. PEOPLE TRACKING

3.1. OpenPose-based tracking

OpenPose [2] is a real-time deep learning-based multi-person

system that can jointly detect human body, hands and facial

keypoints (in total 135 keypoints) on single images. The al-

gorithm can realize, with a dedicated hardware, multi-person

detection on RGB streams in real-time. OpenPose does only

make detection frame by frame and does not produce any

frame-to-frame tracking allowing to apply a unique ID to each

detected person.

In this work, we first have added a tracking layer on top

of OpenPose in order to attribute IDs to every detected per-

son. This layer is a simple, yet highly effective object track-

ing which relies on the Euclidean distance between the neck

joint on two consecutive frames. The neck is one of the most

stable joints given by OpenPose skeleton. We will keep refer-

ring to it as “centroid” though in the rest of the paper.

For every detected person at a frame t we compute the Eu-

clidean distance between each pair of existing centroids and

input centroids as illustrated in Fig. 5. The primary assump-

tion of the centroid tracking algorithm is that a given object

will move between frames, but the distance between the cen-

troids for frame t-1 and frame t will be smaller than all other

distances. Therefore, we build our people tracker by associ-

ating centroids with minimum distances between subsequent

frames. In the case where there are more input detections that

existing people being tracked, we assign a new ID for the new

detected person and we store the position of centroid for the

tracking in the next frames.

The main issue of this tracking algorithm is the difficulty to

handle occlusions. If two people are crossing their paths, the

algorithm may be confused and the IDs may switch. It is also

the case when a person crosses an object big enough to hide

the neck joint completely (a wall for instance). The algorithm

will consider this person when detected again as new person.

For this reason, we use a facial recognition module based

on FaceNet [18], to strengthen the tracking and to solve the

occlusion problem. This module is detailed in subsection 3.3.

The face recognition module is not called at each frame but

only every time a new person is detected or when two people

are close enough that the tracking gets confused. The given

IDs are then limited to the number of people used to train the

face recognition module.

Fig. 5. Illustration of the tracking algorithm. We compute the

Euclidean distances between each pair of original centroids at

frame t-1 and new centroids at frame t.

All these modules combined are very resource-consuming,

we make use of multi-threading to manage different processes

and run them in parallel, particularly video grabbing, detec-

tion, tracking and visualization. This way, the speed of pro-

cessing doubled from 6 to 12 frames per second (FPS).

3.2. From 2D camera to the scene

Once we have detected people, we want to find their position

in the scene. We choose to use the 2D projection of a body on

the ground as real position.

Fig. 6. Camera to scene calibration to convert camera pixels

into scene-related coordinates.

The goal is to estimated 2D real coordinates correspond-

ing to the ground plane from 2D pixel coordinates correspond-

ing to the image plane. To realize this step, we use the pla-

nar homography [19]. Homography relates the transforma-

tion between two planes, this transformation has 9 degrees of

freedom.



To estimate the homography matrix, we have marked and

measured a dozen of points on the ground in the scene (in

green on Fig. 6), and we have associated each of these points

to the corresponding pixel coordinates in the image from our

camera. Since we have more than 9 points, the coefficients of

homography matrix are estimated with a simple least-squares

scheme. Our results give a maximal error around 10-15 cm.

3.3. Face recognition

In this work, we have decided to use face recognition to com-

plement the tracking system in order to solve the occlusion

problems. It is also relevant to use such a system to keep

tracking the same people when they leave and come back to

the scene. Indeed, in a standard tracking system, if a person

leaves the scene and then comes back, the system will not

recognize him/her and will consider it as a new person to be

tracked. In our architecture, we propose to use face recog-

nition to re-identify people even when they leave and come

back the field of view of the camera. We use in this case the

FaceNet framework [18].

FaceNet is a one-shot model, that directly learns a map-

ping from face images to compact Euclidean space where dis-

tances directly correspond to a measure of the face similarity.

Once this space has been produced, tasks such as face recog-

nition, verification and clustering can be easily implemented

using standard techniques with FaceNet embeddings as fea-

ture vectors [18]. One-shot learning aims to learn information

about object categories from one, or only a few, training im-

ages. The model needs to be first trained on large dataset with

many faces that can be publicly available (CASIA-WEBFACE

[23], MS-Celeb-1M [7], VGGFace2 [1]. . . ), and then reused

on our data. In our work, we have collected approximately

30 to 40 face images per participant. We retrain then the

FaceNet model, that was pre-trained on VGGFace2 dataset

and achieved 99.65% of accuracy on this dataset. VGGFace2

dataset consists of 3.3M faces and 9000 classes.

In our framework, several face snapshots of the person are

taken and recognized. A majority-based voting is then used

to select the ID which is the most recognized among several

snapshots. This leads to a more robust face recognition.

4. PEOPLE GROUPING & ANALYSYS

4.1. People grouping

For grouping individuals, there are different methods such as

ones based on pairwise proximity and velocity [6], the tra-

jectories of people in 3D space and head poses [20] and the

position of the persons in the scene on the ground plane as

well as their body orientation [21].

Following our context, we consider that group members

are not constantly close to each other but this assumption is

true in long term. Indeed, they tend to follow each others

during their activities. As we have inputs of 2D trajectories

of individuals in the scene, our approach is based on their

distances from each other.

We established three steps analysis for online grouping:

detecting spatial groups based on 2D positions of individuals

(group detection), associating those groups to the ones esti-

mated previously (group tracking) and then reevaluation of

group members by voting process (group reevaluation).

For the group detection, we used MeanShift clustering

(Fig. 7) since the number of groups is unknown and Mean-

Shift does not initially require a number of classes.

Fig. 7. Spatial grouping result using MeanShift clustering.

The detected groups could be irrelevant because the corre-

sponding individuals might be just crossing each other or ap-

proaching to reach different destinations. This problem will

be addressed by a temporal voting process.

The group tracking is realized by matching their mem-

bers with the groups previously estimated. And finally, we

perform group reevaluation in order to choose the most likely

group for each individual in long term by voting process. The

voting process is carried out over the set of assigned group

labels over time, which are examined at the group tracking

step. If the person is mainly in a given group during time, this

person will be assigned to this group assuming that he spent

more time close to his own group than close to the others.

Fig. 8 represents the result of this method from simulated

trajectories of six individuals, which start at random positions

and move to make two groups at the top-right and the bottom-

left corners of the observed scene. At the beginning, group 2

is assigned to two individuals crossing each other but thanks

to the voting process, those individuals got relevant group IDs

0 and 1 at the last phase.

4.2. Groups features

4.2.1. Groups coherence

The group collective coherency appears from the local inter-

action and position between the individuals. Coherent groups

tend to move with stable relative positions [24] [22].



Fig. 8. Grouping from simulated trajectory of individuals.

To measure the coherency of the groups, first of all, the

distance between the different persons in a group is com-

puted. The distance information is categorized as personal

space (close range), social space (mid-range) and public space

(distant range) using people proxemics [8]. For each frame

this process is repeated.

Finally, the information of the coherence is extracted by

looking at the closeness information variation for each group.

For instance, if a group tends to have a very variable intra-

personal distance, the group is labeled as not coherent. If the

inter-personal distances are stable in time, then the group is

labeled as coherent.

For non-coherent groups, no other feature can be extracted,

while for coherent groups, the average proxemics can be ex-

tracted in addition: close-interaction groups, mid-interaction

groups and far-interaction groups. Thus, groups can be either

not coherent or coherent with close/mid/far-interactions.

4.2.2. People emotions

The purpose of this section is to check the emotional level of

a group of people and check its coherence. Previous work

[11] already shown how to evaluate group happiness, we will

focus here on the group coherence in terms of emotions.

Automatic emotion detection is based on facial expres-

sion recognition. The main idea starts from the measurement

of the intensity of the facial muscles, so called action units

(AU), in order to discriminate between different types of fa-

cial actions. There are seven basic emotions that we tried to

detect: happy, disgust, contempt, anger, fear, surprise, sad. In

order to detect those emotions, we used a deep residual net-

work with 34 layers, ResNet34 [9], which is implemented in

fast.ai pytorch framework 2.

2http://www.fast.ai

This model was already trained on ImageNet database [4].

We fine-tuned it by retraining only the last layer using emo-

tioNet database [5] (Fig.9). The following annotated Action

Units provided with emotioNet were used in order to recre-

ate the basic emotions: AU1, AU2, AU4, AU5, AU6, AU9,

AU12, AU26. Data augmentation was also performed by ap-

plying several random transformations: rotation, zooming,

lightning, dihedral, to increase the training dataset and the

robustness of the model.

We set the learning rate schedule, to find the optimal learn-

ing rate, proposed by Leslie N. Smith [10]. The ADAM op-

timization algorithm [12] which uses different learning rates

for every parameter and momentum was set. To add regular-

ization, dropout in all layers was used, with smaller percent-

ages in the early layers and bigger dropouts in the later layers,

to make available as much information from the early layers

to the later ones. To avoid over-fitting and for faster training,

batch normalization and rectified linear units were performed.

Fig. 9. Facial Expressions from emotioNet. [5]

The first impediment was the image resolution - if for

a face recognition a 20x20 pixel-wide face was enough, for

emotions we need a minimum of 60x60 pixels for the face.

We used progressive image resizing, with small resolutions

at the start of the training, and we increased them gradually

to 224x224 until the training ends. In this way, we succeed to

have a module able to detect emotions at different resolutions.

A model was created for each basic emotion, summing up

to 7 models and it combined their results to have one module

which was able to detect all basic emotions and their confi-

dence scores. The obtained results are displayed in table 1.

Emotion Accuracy Samples AUs

Happy 95% 4000 6, 12

Disgust 95% 1140 9

Contempt 95% 14000 12

Anger 89% 6000 4

Fear 91% 1200 2, 5

Surprise 86% 2000 1, 26

Sad 87% 2000 1, 4

Table 1: Display the results for each emotion, the number of

samples used for training and the Action Units used to

recognize specific emotions.

We can see that for Disgust, which had a quite small dataset,

of only 1140 samples (50% positive and 50% negative) we

had a small accuracy 87% as we encoded only the Action Unit

AU9, which represents the nose wrinkle, while the complete



encoding of Disgust is composed by much more action units

(AU2,AU4,AU9,AU15,AU17). For Contempt due to the big

dataset 14.000, even though we encoded just one Action Unit

AU12 we had an accuracy score of 95%.

Although the dataset contains images with facial expres-

sions of emotion in the wild, when we tested the module

in real-time on small and bad quality images, the only cor-

rectly detected emotion was happiness. This shows the differ-

ence between the current emotion research which are based

on datasets and real life with its difficult head positions and

noise. In our case, as in [11] or in the Kinect SDK people

emotions recognized in the wild only focus on the binary dis-

tinction between happiness or not.

5. USER FEEDBACK

5.1. Screen Feedback

As the scenario (see section 2.1) involves a 5 minutes time to

form groups, we realized that this is not a simple task for peo-

ple who are not necessarily familiar. A screen-based feedback

of people position and interactions was thus proposed to give

people a common information basis so that they can interact

and more easily form their groups.

Fig. 10. Top: 3 people with their IDs and information about

their personal space (one is far from the two others which per-

sonal spaces overlap). Bottom: Spatial occupation heatmap

(evolves in time).

As it can be seen in Fig. 10 and 11, two visualizations

are provided. The first one shows people proxemics and in-

terpersonal distances depending on their position with a dif-

ferent image in the middle showing personal distances, social

distances or public distances. The second visualization is a

heatmap of scene occupation showing the areas the most at-

tended by people.

Fig. 11. Real scene view from camera (left), top-view after

calibration of occupation heatmap and personal spaces con-

figuration.

5.2. VR Feedback

We created with Unity 3 which is a widely used 3D engine a

virtual reality (VR) application embedded on a smartphone.

This application is a feedback as well as a validation tool for

all the previous analysis pipeline. The user that looks through

the smartphone pointing to a precise person is able to see a

virtual scene that mimics the real world. At the location of

the targeted person, the application shows 3D avatars (here

a dragon-like avatar was implemented). All localization data

(position of the different persons and the smartphone’s holder

position) are received from the tracking module through a net-

work TCP connection. Thanks to this positioning data the

point of view can be set inside the application (See VR scene

in Fig. 12).

It is possible to position the user at the right place inside

the application but to point adequately the virtual scene along

the Euler’s angles, the smartphone’s gyroscope was used to

get the direction of the gravity vector. From it, the pitch and

roll of the smartphone can be computed. Regarding the smart-

phone yaw, the data obtained from its compass is used.

In that way the smartphone holder is able to point any per-

son and see his dragon-like avatar close to which he can see

some additional data such as its personal and group IDs. This

is interesting as feedback but also to validate the tracking as

this person can take notes of when the ID of a person changes

due to tracking issues.

3https://unity3d.com/



Fig. 12. Real scene with a user having a smartphone (on top).

Simulation of the smartphone direction (bottom).

6. CONCLUSION & DISCUSSION

In this paper, a complete framework for augmenting people

groups was presented. Based on one camera, the people track-

ing and re-identification provides solid data for people group-

ing and analysis. This data is then shown in a virtual world

close to each person whom a smartphone is pointed towards.

Three different modules are described here to show all the

process from image acquisition to the 3D scene augmenta-

tion.

The first qualitative results show some interesting insights:

• People detection based on deep learning is now very

efficient.

• Face-based re-identification is good enough by using

only around 30 images for training which is about some

seconds face recording in real-life scenarios (including

face not visible, changing frame rates, etc.).

• Face-based re-identification is better when comparing

several face snapshots on different frames and using a

majority voting system. This avoids miss-recognition

due to noisy face snapshot in real-life scenarios.

• Emotion identification shows difficulties in real-life sce-

narios. Only happiness was detected on small images

and a minimum of 60x60 pixels face size is necessary

to get reasonable results on the other emotions.

• If the personal tracking is correct, the grouping and co-

herence are quite easy to extract in an efficient way.

• It is possible to use together the position of a smart-

phone and people around along with the smartphone

compass and gyroscope to correctly make a correspon-

dence between a VR scene on the real scene.

Future work consists first in the framework quantitative

validation based on observation of the smartphone holders to

check people ID, group ID and group features. Second, other

features can be added to group coherence such as group en-

ergy or group attention direction (motivation). Finally a bet-

ter knowledge about people emotions, age or sex can help in

characterizing them in a more precise way.
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